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Abstract

Fuzzy model based predictive functional controller (FPFC) is applied to the magnetic suspension system—a pilot plant for
magnetic bearing. High quality control requirements are short settle time with a-periodical step response and zero steady-state error.
Open loop unstable process was stabilised with linear lead compensator. The FPFC was used as a cascade controller. Due to some
model uncertainties, the Takagi—-Sugeno fuzzy model of stabilised system was obtained using fuzzy identification. Comparing to
PID, it improved quality and robustness performance. With its computational efficiency, it proved to be ideal solution for high

sampling frequency systems.
© 2003 Elsevier Ltd. All rights reserved.
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1. Introduction

Predictive control is the name for several different
control methods such as: generalized predictive control
(GPC) (Clarke et al., 1987), dynamics matrix control
(DMC) (Cutler and Ramaker, 1980) and predictive
functional control (PFC) (Richalet et al., 1978). The
control law is based on the prediction, obtained with the
model of the controlled process. Control action is
calculated in the way to minimize the difference between
the predicted process output and the reference signal
over a certain time horizon. Predictive controllers
generally exhibit remarkable robustness with the respect
to the model mismatch and unmodelled dynamics
(Camacho and Bordons, 1995). Very good results were
also achieved in combination with time delay processes
(Camacho and Bordons, 1995). When based on fuzzy
model, predictive controllers proved to be very con-
venient for strongly nonlinear processes (ékrjanc and
Matko, 2000; ékrjanc and Matko, 2001).
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The researches that have been made and are presented
in this paper are related to the idea of magnetic bearing.
Very high rotational frequency can only be reached if
bearing causes very low friction. The best way to solve
this problem is to avoid physical contact. Using the
magnetic force there are two possibilities to hold an
object at the certain position. If the magnetic force
repulses floating object we have to deal with stable
system. Such realization causes construction problem
because it requires one electromagnet in the rotor that is
turning. If the rotor electromagnet is replaced by
ferromagnetic coil, then the force could only be attracting
and the system become unstable. Besides stability,
requirements are short settle time with a-periodical step
response and zero steady-state error. The a-periodical
step response is especially important to avoid the transfer
of oscillations caused by rotation to the position of the
rotor. Requirements were fulfilled with the cascade
control using linear lead compensator in inner loop and
predictive controller in outer loop. Inner loop assures
stability, but cannot eliminate steady-state error and also
causes overshoot on a step response. Outer loop PFC
based on fuzzy model improves performance of the
system. It solves both mentioned problems and makes
reference trajectory tracking almost perfect.
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The paper is organized follows: The magnetic suspen-
sion system is presented in Section 2. Section 3 describes
the concept of fuzzy identification. PFC principles
and design are given in Section 4 and the real-time
implementation of control algorithm together with the
comparative analysis with the PID controller on the
magnetic suspension system is presented in Section 5.

2. Magnetic suspension system

Magnetic suspension system consists of an electro-
magnet, a coil and a distance sensor. Its basic principle is
shown in Fig. 1, where ug; and i stand for voltage and
current of the electromagnet respectively, R and L are
resistance and inductance of the electromagnet, ¢ is
unknown parameter, m is the mass of the coil and / is
the distance between the electromagnet and the coil.
The goal is to control the distance / by the control
variable ugy..

Using the second Newton law we can write:

d’l

mg—Fm:m@. (1)

The magnetic force depends on the current i, the
distance / and the parameter c:
l'2
The electrical part of the system is modelled with the
following equation:
di

dt

The sensor and the actuator can be modelled with
static functions where Eq. (4) is the model of the sensor
and Eq. (5) is model of the actuator:

Vp = Ksens! + Usens,  Kens = —4 V/mm,

urr(t) = L—+ Ri. 3)

Usens = 10V, (4)
u = Kaoqirr + Uact, Kact =2, Upee = —10V. ®)
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Fig. 1. Basic principle of magnetic suspension.

By combining Egs. (1)-(3) the nonlinear unstable
differential equation is obtained

Lm( _&ENd_Lm, &I
c\9Ta2)ar 2c tar

Rm d?l m d?/

It can be stabilized with the linear lead compensator
with transfer function:
s+ 40
s + 400

Geo(s) = 4.5( @)
which corresponds at 2ms sampling time to discrete
transfer function:

1 —0.9449 z‘)

1 —0.4493 z! ®

Gu(z ") = 4.5(

Also the feed-forward compensation of gravity of 2V
was applied.

Robustness of the lead compensator assures the
stability in the whole operating range. It is well known
that the steady-state error cannot be eliminated by just
using the lead compensator, therefore an additional
fuzzy PFC was added in the cascade. To design the outer
loop fuzzy predictive controller, the fuzzy model of the
inner loop had to be obtained. Due to the unknown
values of R, L, ¢ and nonlinear nature of the observed
process, a fuzzy identification was used to obtain the
process model.

3. Fuzzy identification

The prediction is made on a global linear model
obtained from TS fuzzy model, (Sugeno and Tanaka,
1991; Takagi and Sugeno, 1985) so let us take a quick
overview of it. The jth rule of the TS model can be
written as follows:

R : if x; is 4 and...and xy is 4}
then y = f/(x1, ..., xn), ©)

where x; are inputs, Af,: are subsets of the input space,
y is the output and f7 is a function, generally non-
linear.

In case of the magnetic suspension, the model
is determined in the form of the TS fuzzy model.
A minor modification has been made in the sense
that the antecedent variable is not a part of the
regressor. For the third order model, ith rule can be
written as

R':if av is A’ then
Yplk + 1) = ayp(k) + ariyp(k — 1) + aziyp(k — 2)
—‘rbﬂl(k— D)+I’,‘, (10)
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where y,(k+ 1) is the output and y,(k), y,(k—1),
yplk —2), u(k — D) are the inputs of the fuzzy model.
D stands for the dead time expressed by the number
of samples, A’ are antecedent fuzzy sets and av is the
antecedent variable.

Using fuzzy mean defuzzification method, the output
is expressed by the following equation:

K
ol + 1) =>" Bik)ay(k) + azyle — 1)

pa
+ aziy(k — 2) + bu(k — D) + r;), (11)

where K stands for the number of rules and f;(k) is
the normalized degree of fulfilment of ith rule at kth
step.

The vector of parameters of ith rule 0; is obtained by
using the least-squares method.

0, = (Y/¥) '"¥Y., (12)

where the elements of 0, are ay;, ay;, as;, b; and r;.

9?’ = [al,' ayi  Ajz; bi }’i]. (13)
Vectors 0; can be joined to a matrix of parameters

O=[6, 6, - 6] (14)

where ith column represents the parameter vector
of ith rule. The fuzzy model of the Eq.(11) can be
written in the following form also called global linear
model

yplk + 1) =a1(k)yp(k) + ao(k)yp(k — 1)
+ az(k)yp(k — 2)
+ b(k)yu(k — D) + #(k), (15)

where the parameters are
K
a(k)=>_ Bik)®y;,
i1
K
(k) = Bi(k)®y,
=1
K
a(k) =Y pik)®s;,
i1

K
bk) =Y pik)®u;,
i=1

K
F(k) =) Bik)®s. (16)
i=1

4. Fuzzy PFC

The basic idea of model-based predictive control
is to predict the future behaviour of the process over

a certain horizon using the dynamic model and
obtaining the control actions to minimize a certain
criterion, generally

N,
T k) =Y mlk +j) = yelle + /)

J=Ni
Nu

+ },Zuz(k + 7). (17)
Jj=1

Signals ym(k + ), y:(k +j), u(k + j) are j-step ahead
predictions of the process output, the reference trajec-
tory and the control signal, respectively. Parameter
A is the weight of the control signal energy. N;, N,
and N, are minimum, maximum and control horizon
respectively.

PFC is one of MBPC method. The time-consuming
optimisation is included implicitly in the control law, so
PFC is a very appropriate method for short sampling
time processes. In combination with fuzzy model is
called Fuzzy PFC (FPFC).

The PFC is designed in the time domain. For the
purpose of H step-ahead prediction, the model from the
Eq. (15) should be transformed into a more compact
form, for example in the state space domain

Xm(k + 1) = AnXm(k) + Bpu(k) + Ru, (18)
Vn(k) = ConXin (k). (19)
If the state vector X (k) is
Ym(k)
Xm(k) = | ym(k = 1) |, (20)
Im(k —2)
then matrices Ay, By, Ry, and C,,, become
(G, a as
An=|1 0 0], 1)
| 0 0
i
B,= 0], (22)
_0_
-
Rn=1{0], (23)
_0_
Cn=[1 0 0] (24)
Presuming u(k) = u(k+ 1) = --- = u(k + H — 1), the
H step-ahead prediction can be written
Ik + H) = Coa(Rpxm) + Ay + oo+ A +1)
(25)

X (Bmu(k) + Rpy)).
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The sum of powered A, matrices can be simplified as

ATy ALt I=@A

m

H
m

—D(An - DL (26)

The closed-loop response should be similar to the
reference trajectory, which is the output of the reference
model:

x:(k + 1) = Ax (k) + Byw(k), 27

yi(k) = Cox(k). (28)
Matrices A,, B, and C; have to be chosen to fulfil the

equation:

C(I—-A) 'B, =1 (29)

In the same manner, as with the process model, the H
step-ahead prediction of the reference model can be
written as

yelk + H) = Co(A"x, (k)
+ (AT —1)(A; — 1) 'Bow(k)). (30)

The main goal of FPFC is to equalize the process
objective increment 4, and the model objective increment
Ay at a certain horizon H. The process objective
increment is the difference between H-step-ahead pre-
dicted reference trajectory and the present process output

Ap = yr(k + H) — yp(k), (1)

Ap = Co(ATx,(k)

A" - DA~ 1 Bor(k) — (k). G2
The model output increment is defined as
Am = ym(k + H) — ym(k), (33)

Am = Cm(AIIZXm(k)
+ AL Z DAy — D7 Bu(k) + Ry))
— Ym(K). (34)

As mentioned above the control action is obtained by
equalizing

Ap = Am. (35)

By deriving the control variable u(k), the control law
can be explicitly expressed as

CAxi(k) + C(AT = D)(A; — 1) 'Bow(k) — yp(k)
Cu(Ayy — DAn —D7'By,

u(k) =

oA X))~ €Ay ~DAn =D Run + ym(k)

Cm(‘&g - I)(Am - I)ilﬁm
(36)

5. Real-time experiment

The theory of FPFC has been applied to the magnetic
suspension previously stabilized with the lead compen-
sator. The electrical part of the system from Eq. (3) has
very fast dynamics so the poles from Eq.(l) are
dominant. We can presume that the magnetic suspen-
sion is originally a second-order system. The compen-
sator adds another pole into the closed-loop system,
which results in the closed-loop structure of the third
order.

According to the different dynamics dependent on the
trend of the distance, the antecedent variable av was
chosen to be the filtered derivative of the process output
av = yp(k) — yp(k — 10). The best identification result
was achieved when using the following structure of the
TS model.

TS model has antecedent fuzzy sets 4, and 4.
Membership functions of antecedent fuzzy sets are
shown in Fig. 2. They have been chosen in accordance
with different process dynamics when process output is
increasing or decreasing. Different dynamics can be seen
from series of step response shown in Fig. 3.

The identified TS model with the sampling time of
2ms is

R': if y(k)— y(k —10) is A, then
yplk+1) = 1.3449y(k) +0.2288y(k — 1) — 0.5822y(k — 2)
+0.0188u(k — 2) + 0.0199,

R?: if (k) — y(k — 10) is A, then
yp(k+1) = 1.3174y(k) +0.1495y(k — 1) — 0.4755p(k — 2)
+ 0.0189u(k — 2) + 0.0219. (37)

A tight fit of the simulated output (dashed) to the real
response (solid) is shown in Fig. 3.

The fuzzy model from Eq. (37) was implemented in
the FPFC. To design the FPFC, the reference model and
the prediction horizon H is needed. The third-order
reference model was chosen with the respect to the
model dynamics. The discrete poles of the reference
model were placed on the positions:

p1=p2=p3; =094 (38)

The prediction horizon is normally chosen to fulfil the
term

T;

N<H< T (39)
where N is the process order, T; is the time constant of
reference model and T is the sampling time. In our case
prediction horizon was chosen as H = 12. Smaller
prediction horizon on one hand results in better
accuracy of the predicted process output, but on the
other hand, the FPFC strongly amplifies the noise of the
measured process output.



1.2

M. Lepetic et al. | Engineering Applications of Artificial Intelligence 16 (2003) 425-430 429

Membership functions
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Y(K) - y(k-10)

Fig. 2. Antecedent fuzzy sets.

process and model output

15 ! ! ! ! ! ! ! !
0

time [s]

Fig. 3. Validation of the model.

Time—consuming calculating of u(k) can be a problem
in the case of very fast process dynamics. In each sample
time the computer is dealing with different matrices Am,
B, R, and C,. The problem was solved in the
following way: For both consequent linear models of
Eq. (37) linear PFCs were designed. Matrices Ay, B,
R,, and C,, are composed from both consequent linear
models. Since the multiplication factors of all signals of
control law presented in Eq. (36) are constant, can be
computed in advance and represent two linear PFCs.
Linear combination was made using the membership
degrees f/; and f,. The complex matrix computations
were transformed to a simple equation:

u(k) = Brui(k) + Brus(k), (40)

where u;(k) and uy(k) stand for output of both linear
PFC.

10 T T T T T T T T T T T T T T

w, yp and yr

time [s]

4 T T T T T T T T T T T T T T

6 ! ! ! ! ! ! ! ! ! ! ! ! ! !
0 1 2 3 4 5 6 7 8 9 10 1 12 13 14 15

time [s]

Fig. 4. Response using FPFC.

10 T T T T
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o
T
i

time [s]

% | | | |
125 13 135 14 14.5 15
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Fig. 5. Detail of Fig. 4.

In Fig. 4 the responses of the process (solid) and the
reference trajectory (dashed) are shown. The detail is
presented in Fig. 5.

5.1. Comparison of FPFC with PID controller

Finally, the comparison with a PID controller was
made. The PID controller was modified. The differential
input was connected directly to the process output. The
structure of the PID controller can be seen from the
equation as follows:

Uiz ") =KyE(z )+ KiTe——E(z ")

1—
+Tj(1 - z*l)Yp(zfl) A1

The parameters of the PID controller were K, =
0.185, K; = 3.70 and K4 = 0.005, and the sampling time
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time [s]

Fig. 6. Comparison with PID controller.
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Fig. 7. Detail of Fig. 6.

was Ts = 2ms. The comparison with the PID controller
is shown in Fig. 6 and a detail of it in Fig. 7, where the
PID response is marked with a solid line and the FPFC
response with a dashed one.

In all cases the FPFC proved to be better. When using
it, the settling time on positive changes of reference was
twice shorter than with PID controller. Another draw-
back of PID controller was appearance of oscillations in
the lower part of operating range.

6. Conclusion

The theory nonlinear prediction control law called
FPFC is implemented to the nonlinear process with very
fast dynamics. As seen from the comparisons with
conventional PID, the prediction control together with
nonlinear structure FPFC exhibits remarkable perfor-
mance. Its great robustness, in the presence of model
inaccuracies and unmodelled dynamics, makes FPFC
convenient for a large number of applications. Regard-
ing the idea of the magnetic bearing, the FPFC promises
high-quality control.
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